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US Air Force C2 Warrior School

Hurlburt Field, Fl 32544-5225

ADVANCE SHEET

ZMICRO SYSTEMS CRD-5330 RAID CONTROLER CONFIGURATION

SECTION I: OVERVIEW
1. INTRODUCTION:  The objective of this lesson is for every student to know how to configure the Z Micro Systems CRD-5330 Redundant Array of Independent Disks (RAID) controller for use with the Theater Battle Management Core Systems (TBMCS).  In your job as an administrator, one of your tasks, critical to maintaining system reliability, is proper configuration of the CRD-5330 RAID Controller. 

2. OBJECTIVES AND SAMPLES OF BEHAVIOR (SOB):

a. Objective 1: Know the different terms used to configure the CRD-5330 controller.

(1) SOB:  Define the six RAID levels supported by the CRD-5330 controller.

(2) SOB:  Define the term RAID set with reference to the CRD-5330 controller configuration.

(3) SOB:  Define the term Redundancy Group number

(4) SOB:  Identify the difference between the terms Warm and Hot   spares.

b. Objective 2: Understand the two methods used to set up a terminal to run

    the CRD-5330 monitor utility.

(1) SOB:  Perform the process and commands used to access a Terminal window to run the monitor utility for the CRD-5330 when using a PC or laptop.

(2) SOB:  Perform the process and commands used to access a terminal window to run the monitor utility for the CRD-5330 while using a SUN computer.

c. Objective 3:  Know how to create RAID sets for the Marine Tactical Air

      Command Center (TACC) TBMCS server suite. 

(1) SOB:  Perform the process of creating a RAID set to build seven disks with Solaris 2.5.1 and DII COE at the same time.

(2) SOB:  Perform the process of creating RAID sets for the Software 

     Distribution (SWDIST), Air Operations Data Base (AODB) and Intelligence Shared Data (ISD) servers.

(3) SOB:  Perform the process of creating  RAID sets for the IRIS Automated Message Handling System (IRIS), Theater Air Planner (TAP) and Execution Management Replanner (EMR) servers. 

3. SPECIAL INSTRUCTIONS: Students should be able to configure CRD-5330 RAID controller for use with the TACC TBMCS configuration.  Students should review this advance sheet prior to coming to class.

4. REFERENCES: 
b. CMD Technology, Inc., ORD-5330 Ultra SCSI RAID Controller OEM Manual

SECTION II: STUDENT OUTLINE

1. Define the six RAID levels supported by the CRD-5330 controller.

a. The CRD-5330 controller supports RAID levels 0, 1, 0+1, 4 and 5.  It also supports “Just a Bunch of Drives” (JBOD), which allows you to connect standalone disk dives (such as a system disk) to the CRD-5330 without making them part of a RAID set.  Example 1 lists the RAID level and description.

Example 1

	RAID Level
	Description

	0
	Striping without parity

	1
	Mirroring

	0+1
	Striping and mirroring

	4
	Striping with fixed parity drive

	5
	Striping with floating parity drive

	JBOD
	“Just a Bunch of Drives”


2. Define the term RAID Set with reference to the CRD-5330 controller configuration.

a. RAID Set is nothing more than the grouping of drives to perform the particular RAID level function you desire.  RAID sets may: 

(1) Comprise drives from any drive channel or SCSI ID.

(2) Contain all the drives connected to the controller, a single drive or any number of drives in between.

3. Define the Redundancy Group number.

a. The CRD-5330 has the capability to partition disk drives.  Since these partitions will appear to the host as a different disk drive, it must have it’s own logical unit number (LUN).  The CRD-5330’s Redundancy Group number is nothing more than an assigned number that will be translated into the LUN for that partition.

Note:  Redundancy Group numbers differ from, but are directly associated with the RAID set numbers. 

4. Identify the difference between the terms Warm and Hot Spares.

a. The CRD-5330’s RIAD set configuration allows for any drive that is not already assigned to a RAID set to be designated as a warm or hot spare.  Spares are global, meaning that in the event of a drive failure, the controller will search for the first suitable assigned spare on any channel or SCSI  ID and automatically begin rebuilding the failed drive’s data.  The difference between a warm and hot spare are:

(1) Warm Spare is a drive that is connected to power but not spun up to reduce wear and tear while it stands by to take over for a failed drive.

(2) Hot Spare is a drive that is connected to power and spun up to make it immediately available in case of drive failure.

Note:  Remember that spares are global.  This means that they are available for use by all RAID sets.  When the controller detects a drive failure it searches for the first available spare that is large enough to be a member of the degraded RAID set.

5. Perform the process and commands used to access a Terminal window to run the monitor utility for the CRD-5330 when using a PC or laptop.

a. The following procedures describe how to configure the HyperTerminal terminal emulator on a Windows Based PC or laptop.  These procedures will connect the serial port of the PC or laptop to the serial port of the CRD-5330 RAID controller.

(1)  In the Windows desktop environment, click on Start, click on Programs, click on Accessories, click on Communications, click on HyperTerminal.  A HyperTerminal connection may have already been established and appear at this time.  If so skip to step 13.

(2)  Establish a new connection file by double clicking on the HyperTerminal.exe icon.  A connection description window should appear.

(3)  In the “Name” block, type your desired file name for the connection configuration file you are creating (i.e. RAID Control).  This is the name that will appear next to your icon for your setup.  Highlight your preferred icon (Ex: two telephones).  Click on OK.  A “Connect TO” window should appear.

(4) In the “Connect To” window, click on the pull down arrow by the “Connect Using” line and select the desired Comm channel or serial port of the computer (Ex: COM1 is generally the first serial port of a laptop or PC).

(5)  Click OK. “COM1 Properties” window should appear.

(6) In the “COM1 Properties” window, set the following port settings. 

	Bits per second:
	9600

	Data Bits:
	8

	Parity:
	None

	Stop Bits:
	1

	Flow Control:
	Xon/Xoff


(7) Click OK.

(8) Click on File, Click on Properties, Click on the Settings page tab and then click on the pull down arrow by “Emulation” and select VT100.

(9) Ensure the settings are as follows:

	Function, arrow, and Ctrl keys:
	Terminal Keys

	Backspace Key sends:
	Ctrl+H

	Backscroll buffer lines:
	500


(10) Click on the Terminal Setup button. Ensure the settings are as follows:

	Cursor Block:
	Not selected

	Cursor Underline:
	Selected

	Cursor Blink:
	Selected

	Terminal Modes:
	Keypad application or emulation mode

	Character Set:
	ASCII


(11) Click on OK. Click on the ASCII setup button.  Ensure the settings areas follows:

	Send line ends with line feeds:
	Not selected

	Echo typed characters locally:
	Not selected

	Line delay:
	0 milliseconds

	Character delay:
	0 milliseconds

	Append line feeds to incoming line ends:
	Not selected

	Force incoming data to 7-bit ASCII:
	Not selected

	Wrap lines that exceed terminal width:
	Selected


(12) Click on OK , and then click OK again.  Click on File and then click on Save to save the settings.  Click on File, click on Exit and the click on Yes.

(13) Connect a serial cable between the PC and RAID serial connected.

(14) Power up the RAID chassis.  On the PC or laptop, double click on the icon in the HyperTerminal window that runs the terminal emulator you just created.  Press Enter and then Ctrl+Z once (sometimes twice, depending on the connection) to display CRD-5330 monitor utility main menu.  Example 2 illustrates the initial monitor utility menu.

Example 2 


(15) You are now connected to the CRD-5330 RAID set monitor utility.

(16) Press Any Key to activate the main menu.  Example 3 shows the Main menu.

6. Perform the process and commands used to access a Terminal window to run the monitor utility for the CRD-5330 while using a SUN computer.

a. The following procedures describe how to configure a Sun Ultra 60 (with Solaris 2.5.1 software installed) to use the computers serial port to communicate with the RAID controller through the serial port.

(1) Connect a female 9 pin to male 25 pin AT modem cable (like Black Box PN# BC00301) between the Ultra 60 serial port B and the RAID chassis serial port.

Note: If Solaris and DII COE have not been loaded yet, you must insert the Common Operating Environment CD into the CD-ROM drive and type boot cdrom at the Ok prompt.  When the first information window pops up, right click the mouse in the desktop and bring up a terminal window and continue with step 2.

(2) Open a XTerm window and type csh and press return. 

(3) Type  ports and press enter.

(4) Type tip hardwire and press enter to run the Sun terminal emulator.  Press Return and then Ctrl+Z until the RAID controller monitor menu appears (Example 2).

(5) Press Any Key to activate the main menu.  Example 3 shows the main menu.

Example 3


7. Perform the process of creating a RAID set to build seven disks with Solaris 2.5.1 and DII COE at the same time.

a. RAID chassis configurations will be dependent on your current system build.  For the purpose of this section we will create a RAID set utilizing all seven bays on the CRD-5330 to build Solaris 2.5.1 and DII COE mandatory segments.  This will give us six disks used to build the server configuration used by the TACC specific build and one Clone Master.

b. The following procedures will explain how to create a RAID set for seven disks with two partitions and a RAID level of 1.

(1) Connect and configure a terminal to the serial port of the RAID chassis as describe earlier in this lesson.

(2) Ensure the Host computer has been gracefully shut down and is at the ok prompt.

(3) Power up the RAID chassis without any drives inserted.  Insert  three 18GB disks into the three available bays on channel 1 (left three bays).  Set the SCSI ID’s on the drives to 1,2 and 3.  See Figure 1

(4) Insert four 18GB disks in the remaining bays on channel 2 (right 4 bays) and set their SCSI ID’s to 1,2,3 and 4.  See Figure 1


(5) Press Ctrl-Z until the RAID “Press Any Key” menu appears.  Press Any Key to get to the Main Menu.

(6) Arrow down and select RIAD Set Functions from the Main menu by pressing Enter.  See figure 2.


(7) Arrow up or down to highlight Create RAID Set from the submenu. See Figure 3.


Note:  Use the arrows keys to navigate from field to field on the screen (Figure 3).  When you reach a field that you wish to modify, press Enter and then use the up and down arrow keys to spin through the available options.  When you arrive at the value you wish to keep then press Enter. 

Note:  Drives that are not part of a RAID set will show up as Unkn (Unknown).  After a drive becomes part of a RAID set, it’s RAID set # will appear in the Channel-ID field.


(8) Highlight the RAID Set field and press Enter.  Select the desired RAID set number (we will use 0 for this lesson).  Press Enter to select.

(9) Highlight the RAID Level field and press Enter.  Arrow up or down to select RAID Level 1 and press Enter.

(10) Highlight the Partitions field and press Enter.  Arrow up or down to select the number 2 and press Enter.

(11) Highlight  any Channel-ID field with a designated as Unkn and press Enter.  Arrow up or down to select the Onli option and press Enter.

(12) Repeat step 11 until all Channel-ID fields have been changed to Onli.  Figure 5 depicts all disks being selected to the Onli status.


(13) At the bottom of figure 5 you will see some keystroke options for working with the monitor utility.  Press C to Continue with the RAID set creation.  Figure 6 will depict the desired results.


(14) Press C to create RAID set.  Window with “Press Enter to begin creating Raid Set 0” will appear in the center of the menu.  See Figure 7.  Note: this is very hard to see due to the fact it blends into the previous menu.


(15) Press Enter.  When the RAID set create is completed, another window will pop up in the center of the menu informing you that the create is complete.  See figure 8. As in step 14 this window blends in and is hard to see.


(16) Press Ctrl-Z  to exit back to the first Create RAID set menu.  See Figure 9.


Note:  You’ll notice that the RAID set field has incremented by 1, the RAID Level field has defaulted back to 4, the Partitions field has defaulted back to 1 and the Channel-ID fields have all changed to 0 from the previous Onli status.  This is telling you that all the disks listed now belong to RAID Set 0.

(17) Press Ctrl-z again to return to the Main Menu screen

(18) You are now ready to start loading Solaris and DII COE mandatory segments.

8. Perform the process of creating RAID sets for the SWDIST, AODB and ISD servers.

a. RAID chassis configurations will be dependent on your current system build.  This section will describe how to create RAID sets for the SWDIST, AODB and ISD server configurations.  In this section of the lesson we will create two RAID sets utilizing four bays on the CRD-5330 .

b. The following procedures will explain how to create two RAID sets for four disks with two partitions and a RAID level of 1.

Note: Remember we have one RAID controller set up with a RAID set identifying seven disks in RAID set 0.  Whichever controller this is you must take that RAID set off line in order to reconfigure it correctly for use with the TACC server configuration.  For the purpose of this lesson we will discuss this procedure now.

(1) Connect and configure a terminal to the serial port of the RAID chassis as described earlier in this lesson.

(2) Ensure the Host computer has been gracefully shut down and is at the ok prompt.

(3) Power up the RAID chassis without any drives inserted.  Insert  two 18GB disks into  two of the three available bays on channel 1 (left three bays).  Set the SCSI ID’s on the drives to 1and 2.  See Figure 10

(4) Insert two 18GB disks in to two of the four available bays on channel 2 (right 4 bays) and set their SCSI ID’s to 1and 2.  See Figure 10


(5) Press Ctrl-Z until the RAID “Press Any Key” menu appears.  Press Any Key to get to the Main Menu.

(6) Arrow down to System Functions and press Enter. See Figure 11


(7) Arrow up or down to highlight Restart System  from the submenu (See Figure 12).  Press Enter to restart system.


(8) Figure 13 illustrates the results.  Press Enter.  Figure 14 illustrates the next results. Press Enter to restart the system.



(9) When the “Press Any Key” menu returns, press any key to get to the main menu.



Note: You may receive an alarm tone.  To silence this tone Press Ctrl-X
(10) Select RAID Set Functions from the main menu, then select Create RAID set from the sub menu.  Figure 15 shows the desired results.


(11) Arrow left to any Channel-ID field designated with a RAID set number (Ex.  0) and press Enter.  Arrow up or down to select the Unkn option and press Enter.  You will receive a warning message that states “ You are about to degrade this raid set” do you wish to continue. Press Enter.  See Figure 16


(12) Repeat set 8 until all Channel-ID fields have Unkn selected.  Once the last Channel-ID field has been changed, you will receive a warning message informing you that you are getting ready to bring a RAID set off line.  Press Enter to continue.  

(13) Repeat steps 5-9

(14) Arrow down and select RIAD Set Functions from the Main menu by pressing Enter.

(15) Arrow back up and Highlight the RAID Set field and press Enter.  Use the arrow keys to display RAID set 0.  Press Enter to select.

(16) Highlight the RAID Level field and press Enter.  Arrow up or down to select RAID Level 1 and press Enter.

(17) Highlight the Partitions field and press Enter.  Arrow up or down to select the number 2 and press Enter.

(18) Highlight the Channel 1, ID 1 field and press Enter.  Arrow up or down to select the Onli option and press Enter.

(19) Highlight the Channel 2, ID 1 field and press Enter.  Arrow up or down to select the Onli option and press Enter.  The desired results are illustrated by figure 17.

(20) Press C to Continue with the RAID set creation.  

(20) Press C to continue creating the RAID set.  Figure 18 show the results.


(21) Press C to create RAID set.  Window with “Press Enter to begin creating Raid Set 0” will appear in the center of the menu.  See Figure 19. Note: this is very hard to see due to the fact it blends into the previous menu.


(22) Press Enter.  When the RAID set create is completed, another window will pop up in the center of the menu informing you that the create is complete.  

(23) Press Ctrl-Z  to exit back to the Create RAID set menu.

(24) Arrow back up and Highlight the RAID Set field and press Enter.  Use the arrow keys to display RAID set 1.  Press Enter to select.

(25) Highlight the RAID Level field and press Enter.  Arrow up or down to select RAID Level 1 and press Enter.

(26) Highlight the Partitions field and press Enter.  Arrow up or down to select the number 2 and press Enter.

(27) Highlight the Channel 1, ID 2 field and press Enter.  Arrow up or down to select the Onli option and press Enter.

(28) Highlight the Channel 2, ID 2 field and press Enter.  Arrow up or down to select the Onli option and press Enter.  The desired results are illustrated by figure 20.


(29) Repeat steps 20 – 22

(30) Press Ctrl-Z two times to return back to the Main Menu.

(31) Select System Functions and press Enter.  Select Restart System and press Enter.

(32) Press Enter twice.  The CRD-5330 is now configured.  You may now continue with the build of TBMCS.

9. Perform the process of creating RAID sets for the IRIS, TAP and EMR servers. 

a. RAID chassis configurations will be dependent on your current system build.  This section will describe how to create RAID sets for the IRIS, TAP and EMR server configurations.  In this section of the lesson we will create one RAID set utilizing two drive bays on the CRD-5330.

b. The following procedures will explain how to create one RAID set for two disks with two partitions and a RAID level of 1.

(1) Connect and configure a terminal to the serial port of the RAID chassis as described earlier in this lesson.

(2) Ensure the host computer has been gracefully shut down and is at the ok prompt.

(3) Power up the RAID chassis without any drives inserted.  Insert one 18GB disk into one of the available channel 1 slots (3 left bays).  Set the SCSI ID to 1.  See figure 21.

(4) Insert one 18GB disk into one of the available channel 2 slots (4 right bays) and set it’s SCSI ID to 1.  See figure 21. 


(5) Press Ctrl-Z until the RAID “Press Any Key” menu appears.  Press  any key to get to the main menu.

(6) Arrow down to “System Functions” and press Enter. See figure 22.


(7) Arrow up or down to highlight Restart System from the submenu (See figure 23).  Press Enter to restart system.


(8) Figure 24 illustrates the expected results.  Press Enter.


(9) Figure 25 illustrates the expected results. Press Enter to restart the system.


(10) When the “Press Any Key “ menu returns, press any key to get to the main menu.

Note:  An alarm tone may sound again.  Press Ctrl-X to silence the alarm.
(11) Select RAID Set Functions from the main menu, then select Create RAID Set from the submenu.  Figure 26 shows the desired results.


(12) Highlight the RAID set field by using the cursor arrows.  Press Enter.  Select RAID set number 0 press Enter.

(13) Highlight the RAID Level field and press Enter.  Select RAID level 1 and press Enter.

(14) Highlight the Partitions field and press Enter.  Select the number 2 and press Enter.

(15) Highlight the Channel 1, ID 1 field and press Enter.  Arrow up or down to select Onli option and press Enter.

(16) Highlight the Channel 2, ID 1 field and press Enter.  Arrow up or down to select the Onli option and press Enter.  Figure 27 shows the desired results.

(17) Press C to continue creating the RAID set.  Figure 28 shows an example results.


(18) Press C to create RAID set.  A window with “Press Enter To Begin Creating RAID Set 0” will appear in the center of the menu. (Figure 29)


(19) Press Enter.  When the RAID set create is complete, another window will pop up informing you that the create is complete.

(20) Press Ctrl-Z twice to exit back to the main menu.

(21) Select the System Functions option and press Enter twice.

(22) We have now completed the RAID set configuration for the IRIS, TAP and EMR servers.

10. Perform the process of rebuilding a disk within a RAID set.

a. We know the main purpose of a RAID controller is to prevent Data loss due to hardware failure.  This section of the lesson will discuss how to replace a faulty disk and rebuild the new disk (mirror) to it’s paired disk’s state.

b. Although Hot or Warm spares were discussed earlier in this lesson, the rebuilding of disks is reserved for when the RAID controller does not have any spares identified.

c. The following procedures define how to rebuild a disk.

(1) Connect to the monitor utility using one of the two procedures described earlier in this lesson.

(2) Press Ctrl-x to silence the alarm.

(3) Press Ctrl-z twice.

(4) Press any key to enter the main menu.

(5) Using the arrow keys, move down to select “RAID Set Functions”.  Press Enter.

(6) Using the arrow keys, move down to select “Rebuild Disk”.  Press Enter.  See figure 30 on the next page.


(7) Pull out the failed drive and replace with your new drive.  Set the appropriate SCSI ID for the drive and spin it up.

(8) Make sure the correct RAID set is listed in the menu.  If so arrow down to the channel and ID field of the disk which requires rebuilding.  Press Enter.

(9) Press the “I” key to get drive information.  This is actually like performing the Probe SCSI command.

(10) An information window will pop up with the drive information on it.  Press Ctrl-z to return back to the rebuild disk menu.

(11) In the channel field which you had previously selected there should be a Rbld entry.  See figure 31.


(12) Press Enter and then type R for rebuild disk. See figure 32 for results. On the next page


(13) Press Enter to begin the rebuild. An informational window will pop up stating that the rebuild was started successfully.  See figure 33 on the next page.


(14) Press Ctrl-z to clear informational window.  Notice how the Rbld has now changed to R0 (0 being the RAID Set number being rebuilt).  See figure 34 on the next page.


(15) Press Ctrl-z to return to the main menu.  Select  the “Create/Rebuild Status” from the main menu and press Enter. Figure 35  on the next page illustrates the Create/Rebuild Status window.

(16) You have now completed the procedures to rebuild a disk in a RAID set.
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