1) Are all servers listed?  8-Total or are there more to be backed up?  If more, Number of servers broken down by OS.

For Quantico the approximate server count by OS is:

RH3AS
110

W2K3

56

W2

8

VMWesx2
15

For Annex the approximate server count by OS is:

RH3AS
65

W2K3

40

VMWesx2
10

2) Database types? Oracle, SQL etc.

Oracle

SQL

Lotus Domino

3) Backup window is stated as 86400 seconds (24 hours).  Is this accurate?  You’re able to run backups constantly?

The SYNETRIX BCVs can facilitate the back unobtrusively, so yes, we will be able to run it constantly.

4) Email system?  MS Exchange, Lotus etc.  Will it require backup?

Backup of the email systems is an NMCI responsibility and has nothing to do with EITS.

5) Current backup procedure?  ex. To tape, disk.

Incremental/differential/full

At the Annex

1. Tape backup system consisting of a single ADIC tape library with four (4) Sony AIT II tape drives and approximately 240 tape slots. A single Dell 4400 backup server controls this library and performs the associated backups and restores utilizing Veritas Backup Exec. This system performs backups of approximately 15 servers including a few Exchange servers. 

2. An Optical library with 12 optical drives and approximately 478 slots. A single Sun Ultra 10 workstation controls this library and performs the associated backups and restores utilizing ComVault 98. This system performs backups of approximately 9 servers, primarily Exchange and a few file servers. 

3. Distributed backups performed by individual System Administrators using stand-alone tape drives. No central monitoring or reporting is performed, and the reliability of these backups is questionable. 

At Quantico

1. Tape backup system consisting of a single HP Surestore 440 tape library with two (2) DLT7000 tape drives and 56 tape slots. A single backup server controls this library and performs the associated backups and restores utilizing Veritas Backup Exec. This system performs backups of approximately 20% of the 59 servers in the data center. No meaningful reports were available from the Backup Exec system to indicate the reliability of the backups 

2. An Optical library with 6 optical drives and 200 slots. A single backup server controls this library and performs the associated backups and restores utilizing ComVault 98. This system performs backups of approximately 29 of the 59 servers in the data center. The ComVault reports provided indicate that 11 of the 29 servers did not receive successful backups during the previous run. 

3. Distributed backups performed by individual System Administrators using stand-alone tape drives. No central monitoring or reporting is performed, and the reliability of these backups is questionable. 

There is no complete backup capability currently.

6) How long does it take to complete a full backup?

There is no current capability for a full backup.

7) Budget for this project?

Not available.

8) The RFI indicates that there is a technical POC but does not indicate who that is or that individuals contact information.  

The technical POC will be available at the group walkthrough scheduled for the Marsh Building Rm 254, Quantico, at 0900-1100 16 July 2004.

9) The RFI states that the "COOP" portion of EITS is outside the scope of this RFI and yet the existing infrastructure plays a big role in how to address the backup requirement. We need some help in understanding that statement and the impact to the expected response.

COOP would necessitate a far more involved efforts comprising of a combination of planning, scheduling, methodologies, replication, data and application functionality survival, etc than a simple backup solution for administrative purposes. Furthermore, properly COOP a system would require data transfer between geographically disperse locations but in backup the data transfer remains local. The intent of this scoping statement is to ensure that the vendors understand the RFI is not seeking a COOP solution, only a local backup solution.  However, we are backing up enterprise class EMC data solutions (See question 10).

10)At the bottom under Platform Architecture you have an EMC Symmetrix listed. Is this a unit already in place that the new solution will be attached to? 
Yes, the Symmetrix is currently installed.  There will be a Symmetrix DMX 2000 at Quantico and a Symmetrix DMX 2000 and DMX 1000 at HQMC, Annex that are seeking a local backup solution.

11.  What are the Recovery Time Objective and Recovery Point Objective of each application resident in the architecture?  This information is needed to ensure the solution’s architecture is designed appropriately.  Without this information, it is impossible for anyone evaluating solutions to know how to measure a proposed solution’s ability to do the job.  
PMO: RTO and RPO objective’s have only been determined for existing applications  resident in the EITS environments.  RTO / RPO objectives have not been determined for many of the applications that are required to be covered by the backup solution.   RTO / RPO requirements range from 4 hours to 2 weeks.  A backup solution meeting the backup window and throughput requirements will meet the requirement of ~85% of the RPO / RTO objectives; priority scheduling will need to be given to applications requiring RTO / RPO objectives of less the 12 hours.  

12.  Is it understood by the issuing party of this RFI that both environments at the Navy Annex and Marsh Center have already paid for and deployed the capability to create local mirrored copies of data within the EMC Symmetrix arrays for local backup purposes?  These mirrors, or rather, Business Continuance Volumes (BCV), are created by using EMC’s TimeFinder software.  BCV’s are created for multiple purposes, but one of the most widely used is for enabling non-disruptive tape backup procedures and to enhance the process of local data recovery.  Local data recovery is by far not a stand alone process that can be functionally decoupled from a COOP capability.  The local data recovery solution being requested in the RFI must integrate with the COOP solution to enable an end to end data availability solution.  
As background to this existing capability, at some point in time during the day, a BCV can be established to a production volume belonging to one of the servers to be backed up.  Once the data is synchronized between the BCV and the production volume, transactions are written to both storage areas until some point in time when the “backup” copy of data is desired.  At this point in time, the BCV is “split” from the production volume. Depending on the application and operating system, this can be done non-disruptively or disruptively.  From the stand point of the application and users of the application, the “local backup” is now complete.  With the BCV split, the application can resume its job of processing. 

It is at this point that the requirement to make a copy of data off of the Symmetrix array comes into play.  It is here that the RFI solution serves its purpose.  I am not sure that this capability is clearly understood based on the information provided in the RFI.  Backup procedures employ a defense in depth strategy similar to security architectures.  Recovering from an event of some type in an enterprise architecture is not completely reliant on the external capability provided by Tape or some other external storage device. The Marsh Center and Navy Annex site planners took this into account when purchasing the Symmetrix equipment in the first place.   The first line of local backup would be accomplished internal to the storage array.  As many situations can be addressed before the BCV is over-written by the next synchronization, there is often no requirements to look to the secondary local backup capability for recovery.  In the event that this line of defense is needed, the solutions requested in the RFI come into play. 
PMO: It is correct that the EMC Symmetrix with TimeFinder business continuance software will be used.  Currently all critical data has application-restartable BCVs established for COOP functionality to a remote Symmetrix via SRDF.   The desired backup solution would backup critical application data through the use of these established BCV volumes.  Backup of operating systems, application binaries, and host local data (data not on the SAN) are not performed within the Symmetrix and need to also be backed up. 

13. The RFI states:
Continuity of Operations Plan (COOP)
The COOP provides a comprehensive planning, infrastructure, and execution framework to prevent unacceptable loss of CII capability while continuing USMC business and processes. This capability is based on data transfer and replication over a dispersed geographical area and is distinct from the scope of the local backup requested in this RFI.
It is imperative to clarify that the described COOP capability of EITS is outside the scope of this RFI and will remain totally separate from any option presented as a response to this document.

Is it understood by the issuing party of this RFI that the COOP plans for both of these sites are a combination of the local replication capability (provided by TimeFinder) and the remote replication capability (provided by SRDF)?   The statements above imply that only remote replication is the root of addressing COOP and that COOP and local backup are not related.  This is not what the Marine Corps owns and has deployed to date.  The existing infrastructure already possesses a combination of remote and local replication to achieve desired levels of availability. 

PMO: COOP capabilities have already been established with the purchase of multiple Symmetrix and SRDF capabilities.  The focus of this RFI is not to redesign the EMC-based SAN and COOP capabilities previously established.  This RFI is specifically related to performing local, site-based backups of the SAN and hosts at each facility.

14. The storage software presently deployed at the Marsh Center and Navy Annex to allow for the Advanced Monitoring and Reporting of the storage and servers is EMC’s Control Center.  Is it required by the managers of these infrastructures to have the local back up solution be managed by and alert to this management framework?  If not, is it the intention to have a stand alone separately monitored and managed backup solution exist in its own backup stove pipe?

PMO: It is desired, although not required, to integrate any management or reporting capabilities into currently owned infrastructure management and reporting applications.  It has not been decided that EMC’s Control Center will or will not be the highest level of reporting in the EITS environment; it is possible that another high-level application monitoring framework will be used.

15. How many of each platform listed exists in the environments?  What are the OS, make and model of each server?  This is needed for configuring and licensing the software.

PMO: 

Quantico:

191 servers total

Hardware Specifics:


(131) 2 proc x86-based computers


(58) 4 proc x86-based computers

(2) 6 proc PA-RISC

OS Specifics:


(64) Windows Server


(110) Linux Servers


(15) VMWare 


(2) HP-UX Servers

Navy Annex:

101 servers total

Hardware Specifics:


(60) 2 proc x86-based computers


(40) 4 proc x86-based computers

(1) 6 proc PA-RISC

OS Specifics:


(28) Windows Server


(62) Linux Servers


(5) VMWare Servers 


(1) HP-UX Servers

16. Does this local backup solution require the ability to take copies of the backup medium off site to be saved in a vault?  

PMO: We have a requirement to relocate backup medium offsite.  In addition, we desire to have the capability to restore at either site.  

